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Abstract. We analyze the condition for instability and pattern formation induced by additive noise in
spatially extended systems. The approach is based on consideration of higher moments which extract out
nonlinearities of appropriate order. Our analysis reveals that cubic nonlinearity plays a crucial role for
the additive noise to a leading order that determines the instability threshold which is corroborated by
numerical simulation in two specific reaction-diffusion systems.

PACS. 82.40.Ck Pattern formation in reactions with diffusion, flow and heat transfer – 47.54.+r Pattern
selection; pattern formation – 05.45.-a Fluctuation phenomena, random processes, noise, and Brownian
motion – 47.20.Ky Nonlinearity (including bifurcation theory)

1 Introduction

The effect of noise on zero-dimensional and spatially ex-
tended systems has been the subject of wide interest over
the last two decades. Various noise-induced phenomena
have been discovered in the systems far from equilibrium
with the demonstration that noise can stabilize and re-
organize a system which can exhibit counterintuitive dy-
namical behaviour. The wellknown recent examples are
noise-induced transitions [1,2], stochastic resonance[3,4],
noise-induced phase transition [5–10], noise-induced spa-
tiotemporal intermittency [11], noise-induced front propa-
gation of traveling waves [12] etc. Of these, noise-induced
pattern formation [13,14,16–18] plays a key role in un-
derstanding the problem of instability in several issues
which include for example, Rayleigh-Benard convection
in fluids described by Swift-Hohenberg equation [19], self-
replication in biological systems described by Gray-Scott
model [20] etc. Noise in both additive and multiplicative
forms are in use in all these studies. For multiplicative
noise processes one may proceed to carry out a linear
analysis of stability with the help of Novikov’s theorem
so that it is possible to figure out the contribution of the
noise properties in calculating the stability and bifurca-
tion boundaries [5,14]. Although no such method is di-
rectly applicable when the noise is additive, a number of
methods have been advocated over the years for exploring
such situations. The wellknown mean field method [5,8]
takes care of evolution of distribution function of relevant
variables in terms of Fokker-Plank equation and the as-
sociated Langevin equation to calculate the mean value
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of the variables self consistently. Although the procedure
traditionally neglects higher order correlations, an inter-
esting approach based on cumulant dynamics has recently
been put forward to predict noise induced phase transi-
tion [15] which includes the effect of higher order cor-
relations. The linearized treatment of reaction-diffusion
systems with additive noise in terms of structure func-
tion [5] has also met considerable success in explaining
noise-induced phase transition and related issues. Several
techniques for the treatment of noise-induced effect within
stochastic linearization schemes [21,22] have received at-
tention particularly for zero dimensional systems. It has
been pointed out that the method based on moments can
be used to solve a class of stochastic optimization prob-
lems. These studies, notwithstanding, the onset of insta-
bility induced by additive noise deserves special attention
so far as the specific role of nonlinearity in pattern forma-
tion in spatially extended systems is concerned.

The object of the present paper is to develop a method
based on higher order moments for reaction-diffusion sys-
tems driven by additive noise for determination of noise-
induced instability threshold for pattern formation. As we
have already pointed out that the calculation of linear mo-
ments using Novikov’s theorem is not sufficient to capture
the effect of additive noise as in the case of multiplicative
noiser, the consideration of higher order moments with-
out factorization to lower moments is imperative for the
treatment of interplay of nonlinearity and stochasticity.
In what follows we construct a set of linear equations of
higher nth order moments using truncation at (n + 1)th
moment to close the system of equations. Our analysis re-
veals that the cubic nonlinearity plays the leading order
role in extracting out the effect of noise through the higher
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order moments. Our theoretical analysis is corroborated
by numerical simulations on two model reaction-diffusion
systems.

2 Analysis of higher order moments and the
condition for noise-induced instability

To analyze the effect of additive noise on a homogeneous
steady state to induce instability, we consider a general
two-component reaction-diffusion system in two dimen-
sions described by the following set of equations

ut = f(u, v) + uxx + uyy (1)

vt = g(u, v) + dvxx + dvyy (2)

u(x, y, t) and v(x, y, t) being the dimensionless concen-
trations of the activator and inhibitor, respectively and
f(u, v) and g(u, v) describe the kinetics of the reaction; d
refers to the ratio of the diffusion coefficients of the two
species.

Let u = u0 and v = v0 be the homogeneous steady
state of the system such that

f(u0, v0) = g(u0, v0) = 0. We assume further that this
state is linearly stable in absence of diffusion, i.e., fu+fv <
0 and fugv − gufv > 0, where the derivatives of f and g
with respect to u or v are evaluated at the steady state.

We now consider a small spatio-temporal perturbation
δu(x, y, t) and δv(x, y, t) on this steady state u0, v0 as
u = u0+δu and v = v0+δv and by expanding the reaction
terms around this state in a Taylor series up to third order
we obtain,

δut = fuδu + fv.δv + (1/2)fuuδu2

+ (1/2)fvv.δv
2 + fuvδu.δv + (1/6)fuuu.δu3

+ (1/6)fvvv.δv
3 + (1/2)fuuvδu

2.δv

+ (1/2)fuvvδuδv2 + δuxx + δuyy (3)

δvt = guδu + gvδv + (1/2)guuδu2 + (1/2)gvvδv
2

+ guvδuδv + (1/6)guuuδu3 + (1/6)gvvvδv
3

+ (1/2)guuvδu
2δv + (1/2)guvvδuδv2

+ d(δvxx + δvyy). (4)

The system is now subjected to an external additive noise
η(x, y, t) on u and another ξ(x, y, t) on v, both being white
and Gaussian in nature and random in space and time.
Their averages and correlations are given by

〈η(x, y, t)〉 = 〈ξ(x, y, t)〉 = 0 (5)

〈η(x, y, t)η(x′, y′, t′)〉=2Du.δ(x − x′)δ(y − y′)δ(t−t′)(6)

〈ξ(x, y, t)ξ(x′, y′, t′)〉=2Dv.δ(x − x′)δ(y − y′)δ(t−t′).(7)

Du and Dv are the noise strengths for the additive noises
corresponding to u and v variables respectively. The cross

correlation between the noises is neglected. With these
additional noise terms the system of equations now look
like

δut = fuδu + fvδv + (1/2)fuuδu2 + (1/2)fvvδv
2

+ fuvδuδv + (1/6)fuuuδu3 + (1/6)fvvvδv
3

+ (1/2)fuuvδu
2δv + (1/2)fuvvδuδv2

+ δuxx + δuyy + η(x, y, t) (8)

δvt = guδu + gvδv + (1/2)guuδu2 + (1/2)gvvδv
2

+ guvδuδv + (1/6)guuuδu3 + (1/6)gvvv.δv
3

+ (1/2)guuvδu
2δv + (1/2)guvvδuδv2

+ d(δvxx + δvyy) + ξ(x, y, t). (9)

Expressing the spatiotemporal perturbations δu(x, y, t),
δv(x, y, t) and the noise perturbation η(x, y, t) and
ξ(x, y, t) in the form

δu(x, y, t) = U(x, y, t) cos kxx cos kyy (10)

δv(x, y, t) = V (x, y, t) cos kxx cos kyy (11)

η(x, y, t) = η̄(x, y, t) cos kxx cos kyy (12)

ξ(x, y, t) = ξ̄(x, y, t) cos kxx cos kyy (13)

and upon inserting them in equations (8),(9) we col-
lect the terms containing cos kxx cos kyy of both sides of
the resulting equations. Before proceeding further three
points are to be emphasized here. First we are inter-
ested in amplitudes U(x, y, t) and V (x, y, t) of the spa-
tiotemporal perturbations corresponding to fundamental
wave vector components kx, ky only, which can be se-
lected out by the suitable choice of length of the reac-
tion domain Lx and Ly along x and y directions. We may
therefore neglect the components corresponding to higher
spatial harmonics cos 2kxx, cos 2kyy, cos 3kxx, cos 3kyy
and so on wherever they arise in dealing with nonlinear
terms. For example, the cubic anharmonicity results in
terms like cos3 kxx which can be expressed as cos3 kxx =
1/4.(cos3kxx + 3 coskxx). We keep the cos kxx term ne-
glecting the third harmonic term cos 3kxx. Secondly, it is
also expected that since η(x, y, t) and ξ(x, y, t) are exter-
nal noise perturbations, the amplitudes of these perturba-
tions corresponding to the fundamental wave vectors kx,
ky are expected to affect the system in most significant
way. This makes η̄ and ξ̄ precisely relevant for the noise
induced effects we search for and gives the motivation for
choosing the form of η(x, y, t) and ξ(x, y, t) as given in
(12) and (13). Third, it is easy to note that insertion of
equations (10–13) in equations (8) and (9) yields terms
�2U and �2V containing cos kxx cos kyy. Since for ini-
tiation of an instability leading to pattern we look for a
sizable number of nodes along x and y directions so that
the system size can accommodate a few wavelengths, it is
convenient to assume k2U � �2U and k2V � �2V . This
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implies that the spatial variation of the envelope functions
U and V are much smaller compared to the wavelengths
(k ∼ 1/λ) or in other words we assume a slowly vary-
ing envelope approximation which has been widely used
in optics and other areas.

Based on these considerations we are now led to the
following equations for the envelope functions U(x, y, t)
and V (x, y, t),

Ut = fuU + fvV + (3/32)fuuuU3 + (3/32)fvvvV
3

+ (9/32)fuuvU
2V + (9/32)fuvvUV 2 − k2U +η (14)

Vt = guU + gvV + (3/32)guuuU3 + (3/32)gvvvV
3

+ (9/32)guuvU
2V + (9/32)guvvUV 2 − dk2V + ξ (15)

where

k2 = k2
x + k2

y. (16)

At this point it is important to define the noise character-
istics of η̄(x, y, t) and ξ̄(x, y, t) in relation to η(x, y, t) and
ξ(x, y, t). To this end we assume

〈η(x, y, t)〉 = 〈ξ(x, y, t)〉 = 0 (17)

〈η(x, y, t)η(x′, y′, t′)〉 = 2.Du.δ(x − x′)δ(y − y′)δ(t − t′)
(18)

〈ξ(x, y, t)ξ(x′, y′, t′)〉 = 2.D̄v.δ(x − x′)δ(y − y′)δ(t − t′).
(19)

The noise strengths D̄u and D̄v are to be determined as
follows: Putting equation (12) in equation (6) we obtain

〈η(x, y, t)η(x′, y′, t′)〉 =

〈η(x, y, t)η(x′, y′, t′)〉 cos kxx cos kxx′ cos kyy cos kyy′.
(20)

Expressing x′ = x + ∆, y′ = y + ε and t′ = t + τ in
equation (20) yields on integration, the following relation

∫
〈η(x, y, t)η(x + ∆, y + ε, t + τ)〉dτd∆dε =

∫
〈η̄(x, y, t)η̄(x + ∆, y + ε, t + τ)〉

× cos kxx cos kx(x + ∆) cos kyy cos ky(y + ε)
× dτd∆dε. (21)

Making use of relation (18) in (21) results in right hand
side of (21)

2D̄u

∫
δ(∆)δ(ε)δτ × cos kxx cos kx(x + ∆)

× coskyy cos ky(y + ε) = 2D̄u cos2 kxx cos2 kyy. (22)

The spatial averaging of (22) over x and y gives
〈∫

〈η(x, y, t)η(x + ∆, y + ε, t + τ)〉dτd∆dε

〉
=

2D̄u(1/4). (23)

On the other hand, equation (6) on similar integration and
spatial averaging yields

〈∫
〈η(x, y, t)η(x + ∆, y + ε, t + τ)dτd∆dε

〉
=2Du. (24)

From equations (23) and (24) we obtain the relation

D̄u = 4Du. (25)

Proceeding exactly in the same way it may be shown

D̄v = 4Dv (26)

for the noise ξ and ξ̄. The relation (25) and (26) therefore
completely defines the noise properties (18) and (19)

It is worth-noting here that the third order terms con-
tribute to equations (14, 15) in a significant way. The heart
of the present analysis lies in exploring the essential role
of these leading order nonlinear terms in generating insta-
bility induced by additive noise.

In a discrete lattice of N-cells it is convenient to
write the stochastic differential equations (14) and (15) in
the following form (discretization implies the space point
(x, y) → (i, j)-lattice site)

δUij(t)/δt = fuUij + fvVij + (3/32)fuuuU3
ij

+(3/32)fvvv.V
3
ij + (9/32)fuuvU

2
ijVij

+(9/32)fuvvUijV
2
ij − k2Uij + ηij (27)

δVij(t)/δt = guUij + gv.Vij + (3/32)guuuU3
ij

+(3/32)gvvv.V
3
ij + (9/32)guuvU

2
ijVij

+(9/32)guvvUijV
2
ij − dk2Vij + ξij . (28)

In this discretized space the noise correlations acquire
the form:

〈ηij(t)ηkl(t′)〉 = 2Cuδikδjlδ(t − t′) (29)

〈ξij(t)ξkl(t′)〉 = 2Cvδikδjlδ(t − t′) (30)

where Cu = 4.Du/�x.�y and Cv = 4.Dv/�x.�y for the
two-dimensional reaction domain.

Equations (27) and (28) together with the noise cor-
relation functions given by (29) and (30) serve as the
starting point for generating the equations for the higher
moments. To this end we proceed by constructing the
equations for the first moments 〈Uij(t)〉 and 〈Vij(t)〉 from
the equations (27) and (28). For the sake of brevity we
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drop the subscripts ij from variables Uij and Vij and write
simply

〈Ut〉 = fu〈U〉 + fv〈V 〉 + (3/32)fuuu〈U3〉
+(3/32)fvvv〈V 3〉 + (9/32)fuuv〈U2V 〉
+(9/32)fuvv〈UV 2〉 − k2〈U〉 (31)

〈Vt〉 = gu〈U〉 + gv〈V 〉 + (3/32)guuu〈U3〉
+(3/32)gvvv〈V 3〉 + (9/32)guuv〈U2V 〉
+(9/32)guvv〈UV 2〉 − dk2〈V 〉. (32)

It is immediately apparent that equations (31) and (32)
for the first moments 〈U〉 and 〈V 〉 require the knowledge
of higher moments. To construct them we may proceed
with the following example. For calculation of 〈U̇2〉 we
first note that

d〈U2〉/dt = 2〈UU̇〉. (33)

To construct the equations of motion for second moment
〈U2〉 we multiply equation (27) by 2U to give

dU2/dt = 2fuU2 + 2fuUV + (3/16)fuuuU4

+(3/16)fvvvUV 3 + (9/16)fuuv.U
3V

+(9/16)fuvvU
2V 2 − 2k2U2 + 2η̄U. (34)

Thus although the parent equations (27) and (28) are
stochastic equations with additive noise, equation (34) is
an equation with multiplicative noise because of the oc-
currence of the last term. We then make use of Novikov’s
theorem for averaging in discretized space for the Gaus-
sian noise process i.e.,

〈F (Uij)η̄ij〉 = Cu〈F (Uij)F ′(Uij)〉 (35)

〈F (Vij)η̄ij〉 = Cv〈F (Vij)F ′(Vij)〉 (36)

where F is the function of U or V and F ′ is the derivative
with respect to U or V . Therefore we have on averaging
over (34) with the help of equation (35), the equation of
the moment 〈U2〉

〈U2〉 = 2fu〈U2〉 + 2fv〈UV 〉 + (3/16)fuuu〈U4〉
+(3/16)fvvv〈UV 3〉 + (9/16)fuuv〈U3V 〉
+(9/16)fuvv〈U2V 2〉−2k2〈U2〉+2Cu〈U〉. (37)

Proceeding in the same way we make use of the equa-
tions (27) and (28) and (35), (36) for averaging over noise
to construct the equations for the moments 〈UV 〉, 〈V 2〉,
〈U3〉, 〈V 3〉, 〈U2V 〉, 〈UV 2〉. It is important to note that
the equations thus constructed form an infinite hierarchy.
One therefore must truncate the hierarchy at a particu-
lar moment. In order to capture the leading order effects
of additive noise we now take care of the moments upto
third order, or in other words we neglect the contribution
of the terms from 〈UV 3〉, 〈U3V 〉, 〈U4〉, 〈V 4〉 etc. and be-
yond while constructing the equations of moments 〈U〉,
〈V 〉, 〈U2〉, 〈UV 〉, 〈V 2〉, 〈U3〉,〈V 3〉, 〈U2V 〉, 〈UV 2〉. These

equations form a set of linear equations which can be put
in the form

L̇ = AL (38)

where L is a 9-component vector and A is a 9 × 9 matrix
as given in the Appendix. Care must be taken to note
that to close the set of equations we have discarded terms
beyond fourth order but not taken resort to factorization
of higher moments to lower ones. The procedure may be
continued upto any nth order moment while truncating
the hierarchy at (n + 1)th level.

To proceed further we now consider the solution of the
equation (38). Expressing the solution of equation (38) in
the form L(t) ∼ eλt we have the following determinental
equation for the eigenvalue problem,

| A − λI |= 0 (39)

where λ is the eigenvalue and I refers to a 9 × 9 unit
matrix. We start with the condition k = 0 in absence of
any noise corresponding to a dynamical stable state. For
k �= 0 and in absence of noise the system may still remain
in the homogeneous stable state provided one chooses the
parameter space in such a way that the diffusion-driven
(Turing) instability does not arise.

The condition for instability due to additive noise is
that when at least one of the eigenvalues

Reλ(k2) > 0 (40)

for the given set of parameters in the dynamics. This im-
plies that the spatiotemporal perturbations 〈δu(x, y, t)〉
and 〈δv(x, y, t)〉 diverges in time as eλt. The structure of
the 9 × 9 stability matrix is too complex and therefore
precludes the possibility of determination of eigenvalues
analytically. We therefore need to take resort to numeri-
cal simulation to find out the range of k2 for which Reλ is
positive. The existence of this range of wave numbers in-
dicates that fluctuations in a certain wave number range
which makes at least one of Reλ positive only exhibits
noise-induced instability. Before switching over to these
numerical aspects and the explicit examples we empha-
size several pertinent points:

(i) A close look into the equations for moments (38)
reveals that the spatiotemporal perturbation with cosine
periodicity picks up the appropriate harmonic components
from cubic nonlinearity of the reaction terms. Thus the
first nontrivial and nonvanishing leading order contribu-
tion to average dynamics and instability in presence of
additive noise is the cubic nonlinearity. For the sake of
clarity and to capture the essential physics we have not
considered the terms beyond third order in constructing
the equations for moments. For a better numerical accu-
racy one may extend the calculations by incorporating the
appropriate odd order terms, i.e. fifth order and beyond.

(ii) The distinction between the additive noise-induced
instability as discussed here and the Turing instability is
noteworthy. While Turing instability requires the diffusion
coefficients of the two species to differ significantly and fol-
lows from a linear analysis, it is evident that the variation
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of the ratio of the diffusion coefficient is not restrictive in
the case of additive noise induced instability which follows
from the analysis of higher moments.

(iii) The analysis of first moments calculated with the
help of Novikov’s theorem directly, is sufficient in the
case of reaction- diffusion system driven by multiplicative
noise. On the other hand the higher moments are essential
for capturing the threshold condition for instability due to
additive noise. It is also worth- noting that the dispersion
relations (Reλ(k2) vs. k2) based on the two analysis are
quite distinct.

(iv) An important content of the present analysis is
that we use truncation at higher moments rather than
factorization to close the set of equations. While trunca-
tion results in linear set of equations, factorization makes
the system of equations nonlinear.

3 Specific examples and numerical analysis

In order to explore the condition for instability induced by
additive noise on a homogeneous steady state stabilized
by diffusion we proceed by solving numerically the eigen-
value equation (38) to determine Reλ(k2) as a function
of wavenumbers k2 for a given parameter space. We con-
sider two specific reaction-diffusion systems (i) CDIMA
(ClO2 − I2-Malonic Acid) reaction and (ii) Pigmentation
of fish model, to illustrate the basic issues considered in
the last section.

3.1 Chlorine-dioxide-iodine-Malonic
Acid (CDIMA) system:

This wellknown two-variable model proposed by Lengyel
and Epstein is the reaction-diffusion system in which Tur-
ing pattern was first demonstrated experimentally [23,24].
The reaction-diffusion system is governed by the following
equations:

ut = a − u − 4au/(1 + u2) + uxx + uyy (41)

vt = σ[b(u − uv/(1 + u2)) + dvxx + dvyy]. (42)

Here u and v correspond to the dimensionless concentra-
tions of activator (ClO−

2 ) and inhibitor (I−), respectively.
a and b are the parameters containing kinetic and ther-
modynamic constants as well the initial concentrations of
the reacting species. d is the ratio of the diffusion coeffi-
cients d(I−)/d(ClO−

2 ). σ is an experimentally adjustable
parameter which can be varied by adjusting initial con-
centrations of starch, the complexing agent in the model
and which plays an important role in determining the sta-
bility of various regimes. The unique steady state of the
system is u0 = a/5, v0 = 1+ a2/25, i.e., the homogeneous
steady state is independent of b [25]. For other details we
refer to Lengyel et al.

We fix the parameter space with a = 18.0, b = 1.5,
and d = 1.6 and σ = 6. The system is homogeneously
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Fig. 1. Dispersion curves: Plot of the largest Reλ vs. k2 for
the CDIMA system for the parameter set a = 18.0, b = 1.5,
d = 1.6, σ = 6.0, Dv = 0.0 at various noise strengths (a) Du =
0.0 (dashed line) (b) Du = 0.001 (solid line) (c) Du = 0.003
(dotted line) (d) Du = 1.0(dash-dotted line) (all the quantities
are dimensionless).

stable in absence of any external noise (Du = Dv = 0) in
this regime. This can be verified by noting that the largest
eigenvalue (Reλ) determined by solving (38) numerically
for the relevant range of wave numbers k2 remains neg-
ative as shown in Figure 1. The effect of introduction of
additive noise term η(x, y, t) on u (no noise term is ap-
plied on v) on this homogeneous stable state is exhibited
in Figure 1 for different noise strengths Du = 0.001 and
Du = 0.003 and for Du = 1.0. For small noise strength
Du = 0.001 the largest eigenvalue still remains nega-
tive rendering the system stable. Beyond a critical noise
strength around Du = 0.003, Reλ becomes positive and
the system loses its stability for a range of wave num-
bers. The allowed number of modes increases further on
increasing the noise strength to higher values.

We now proceed to analyze how far our theoretical
analysis of onset of instability by additive noise corre-
sponds to direct numerical simulation of equations (41)
and (42) for CDIMA system driven by noise η(t) only.
The average and noise correlation of η(t) are given by
equations (5) and (6), respectively. The computations are
performed by explicit Euler method on a two-dimensional
grid 200 × 200 with �x = �y = 0.25 and time step
�t = 0.0005 and periodic boundary conditions. The Gaus-
sian, white noise is generated with the help of Box-Muller
algorithm. The simulations are started with a small fixed
spatial perturbation of ∼1% around the steady state. The
given parameter set in absence of any noise (Du = 0.0)
keeps the system in a homogeneous steady state. This
is shown in Figure 2a. When a small noise of strength
(Du = 0.001) is applied on the system, the system ex-
hibits patches of inhomogeniety, which, however, does
not exhibit strict stationarity (Fig. 2b) in the long run.
Around Du = 0.003, one observes inhomogeneous spa-
tial structure in the form of stationary spots. The pat-
tern attains stationarity at around 105 time steps. This
noise induced pattern is shown in Figure 2c. At higher
noise strengths (Du > 1.0) the pattern tends to loose
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Fig. 2. Numerically simulated noise induced spatial pattern
in CDIMA system for a = 18.0, b = 1.5, δ = 1.6, σ = 6.0,
Dv = 0.0. Bright pixels represent high I− concentration (a)
Du = 0.0 (b) Du = 0.001 (c) Du = 0.003 (d) Du = 1.0.
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Fig. 3. The plot of relative fluctuation of order parameter
against noise strength for CDIMA system in the parameter
range given in Figures 1 and 2.

its coherent structure with considerable deformation as
shown in Figure 2d.

In order to understand the correspondence between
the theory and numerical simulation it is worthwhile to
look into the behaviour of the relative fluctuation of an
appropriate order parameter at the nonequilibrium phase
transition point. To this end we introduce M, an inten-
sive order parameter as M =| Σi=1,Nui |, where ui is the
steady state concentration of variable u at a discrete site i
(sum indicates the total contribution of all sites). Follow-
ing reference [5] it is then possible to define a generalized
susceptibility which is a measure of relative fluctuation of
the order parameter χ = [〈M2〉 − 〈M〉2]/N2Du. In Fig-
ure 3 we calculate numerically this relative fluctuation as

a function of noise strength Du for the same set of param-
eter values of a, b, σ. Simulations are performed from a ho-
mogeneous state of the system to an inhomogeneous state
of pattern, each state being considered after the system
reaches its stationarity. It is therefore easy to locate the
nonequilibrium phase transition point corresponding to a
critical value of noise strength Du = 0.003 in Figure 3,
and observe a fair correspondence between the theoreti-
cal and the numerical values. We have carried out further
simulation on the system for the same set of experimen-
tally admissible parameters for several other values of σ
and found similar noise-induced transitions for σ > 5.6.
The result remain qualitatively same which for the sake
of brevity have not been reproduced here.

3.2 Pigmentation of fish model

As a second example we now consider another two vari-
able reaction-diffusion system [26,27]. This model was
proposed by Bario et al. as an alternative approach to
mechanochemical models where pattern arises due to
physical interaction between cells with external surround-
ing leading to cell aggregation and differentiation. The
equations are given by

∂u

∂t
= αu(1 − r1v

2) + v(1 − r2u) + δ

(
∂2u

∂x2
+

∂2u

∂y2

)
,

(43)

∂v

∂t
= βv(1 + αr1uv/β) + u(γ + r2v) + δd

(
∂2v

∂x2
+

∂2v

∂y2

)

(44)

where α, β, γ, r1, r2 are the given parameters of the
dynamics. δ is the length scale. The choice of reaction
terms is motivated by requirement of conservation of cer-
tain chemical species and nonlinearity which determines
the specific unstable modes to dominate for the selection
of a typical pattern when Turing instability sets in. Since
in the absence of diffusion the system admits one more so-
lution at v = −(α+γ)u/(1+β) which follows simply from
homogeneous steady state conditions on (43) and (44), we
ensure the steady state (0,0) (which is the homogeneous
steady state of the system) as the only uniform steady
state by setting the parameter α = −γ. The complex pat-
tern generated with this model under various conditions
bear striking resemblance with pigmentation patterns ob-
served in a number of fish species. For details we refer to
Bario et al. [26].

The parameter set chosen for the present investiga-
tion of noise-induced instability is α = 0.899, β = −0.91,
γ = −0.899, δ = 2.0, r1 = 0.02, r2 = 0.2, d = 0.6. This
set admits of a homogeneous steady state in absence of
any noise term. This may also be ascertained by solving
equation (38) for Reλ when noise terms are switched off.
We find that all the Reλ values are negative for an admis-
sible range of wave numbers. A typical plot is shown in
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Fig. 4. Dispersion curves: Plot of the largest Reλ vs. k2 for the
pigmentation of fish model for the parameter set α = 0.899,
β = −0.91, γ = −0.899, δ = 2.0, r1 = 0.02, r2 = 0.2, d = 0.6
at various noise strengths (a)Du = Dv = 0.0 (bold line), (b)
Du = Dv = 6.0×10−4 (dashed line), (c) Du = Dv = 5.0×10−2

(dash-dotted line), (d) Du = Dv = 0.1 (dotted line) (all the
quantities are dimensionless).

Figure 4 by the solid line. The effect of introduction of ad-
ditive noise terms η(x, y, t) and ξ(x, y, t) on (43) and (44)
can now be realized through nonzero Du and Dv terms.
As the noise strength (Du = Dv) is varied it has been
observed that above a critical value of the noise strength
around Du = Dv = 0.002 the largest Reλ becomes posi-
tive for a finite range of k2 values. The typical dispersion
relations are shown in Figure 4 for Du = Dv = 6 × 10−5,
Du = Dv = 5 × 10−2, Du = Dv = 0.1 . For higher noise
strengths a wider range of nodes with positive eigenvalues
are admitted.

In order to corroborate the above theoretical analy-
sis we carry out a direct numerical simulation of equa-
tions (43) and (44) with additive noise terms η(x, y, t)
and ξ(x, y, t). The computations are performed on a two
dimensional grid 200 × 200 with �x = �y = 1.0 and
time step �t = 0.05 and zero flux boundary conditions.
The reaction-diffusion system in this parameter regime ad-
mits of homogeneous steady state in absence of noise as
shown in Figure 5a. We observe that as the noise strength
Du(= Dv) is gradually increased instability sets in and an
inhomogeneous spatial structure appears beyond a criti-
cal value of the noise strength as predicted by instability
analysis. However this inhomogeneous structure does not
attain stationarity in the long time limit. Nonstationary
inhomogeneous structure persists even at somewhat
higher noise strengths. Stationarity however is attained
at around Du = Dv = 5 × 10−2. The typical patterns
are shown in Figure 5 for Du = Dv = 6.0 × 10−5,
Du = Dv = 5 × 10−2 and Du = Dv = 0.1. The pat-
tern in Figure 5c attains stationarity at around 2 × 104

time steps and tends to get deformed and loose its co-
herent structure as the noise strength is increased to a
relatively higher value. It is important to note that our

b

c d

a

Fig. 5. Numerically simulated noise induced spatial pattern for
the pigmentation of fish model for the parameter set α = 0.899,
β = −0.91, γ = −0.899, δ = 2.0, r1 = 0.02, r2 = 0.2, d = 0.6,
at various noise strengths (a) Du = Dv = 0.00, (b) Du = Dv =
6.0 × 10−4, (c) Du = Dv = 0.05, (d) Du = Dv = 0.1 (all the
quantities are dimensionless).
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Fig. 6. The plot of relative fluctuation of order parameter
against noise strength for pigmentation of fish model in the
parameter range given in Figures 4 and 5.

noise-induced stability analysis can predict initiation of
pattern but does not ensure its stationarity.

In order to locate the nonequilibrium transition point
we plot in Figure 6 the relative fluctuation of the order
parameter as a function of noise strength for the same pa-
rameter set used in Figure 5. It is evident that at around
Du = 0.05 the profile depicts a sharp transition point
which corresponds fairly well to Figure 5c and positivity
of the largest eigenvalues of the stability matrix which
allows a number of modes to be unstable over a range
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A =




fu − k2 fv 0 0 0 3/32.fuuu 3/32.fvvv 9/32.fuuv 9/32.fuvv

gu gv − dk2 0 0 0 3/32.guuu 3/32.gvvv 9/32.guuv 9/32.guvv

2Cu 0 2(fu − k2) 0 2fv 0 0 0 0
0 2Cv 0 2gv − 2dk2 2gu 0 0 0 0

Cv Cu gu fv
fu + gv

−(1 + d)k2 0 0 0 0

0 0 0 0 0
3fu − 3k2

+6Cu 0 3fv 0

0 0 0 0 0 0
3gv−

3dk2 + 6Cv 0 3gu

0 0 0 0 0 gu + 2Cv 0
gv − dk2 − 2k2

+2fu + 2Cv 2fv + 2Cu

0 0 0 0 0 0 fv + 2Cu 2gu + 2Cu fu − k2−
2dk2 + 2Cv




L =




wu

wv

wu2

wv2

wuv

wu3

wv3

wu2v

wuv2




of wavelengths. We mention in passing that one observes
similar correspondence for other parameter values, the re-
sults remain qualitatively same.

4 Conclusion

Additive noise can induce a stationary spatial pattern on
a homogeneous state stabilized by diffusion in a reaction-
diffusion system. We have made a theoretical analysis of
the problem to determine the instability condition for pat-
tern formation and performed numerical simulations on
two specific reaction-diffusion systems to corroborate the
analysis. We summarize the main conclusions of this study
as follows:

(i) Our theoretical analysis of the condition for insta-
bility induced by additive noise is based on a system of
linear equations of higher moments. An important advan-
tage of the scheme is that although we make truncation at
a higher moment to close the hierarchy of equations this
is free from any approximation of factorization of higher
moments into lower ones. This allows us to take care of the
correlations and the interplay of nonlinearity and stochas-
ticity in the dynamics in an useful way.

(ii) We have shown that the third order or cubic non-
linearity plays a crucial role in determining the instability
threshold for the additive noise to a leading order. A close
look into present treatment reveals that for multiplicative
noise, a quadratic nonlinearity and a direct implementa-
tion of Novikov’s theorem for calculation of average of
the variables with noise in an analysis of linear moments
may lead to instability resulting in inhomogeneous spatial
structure.

The method followed in the paper is simple and is
equipped to deal with multiplicative noise as well. It can
be applied to reaction-diffusion systems for several vari-
ables and extended to keep track of the higher order non-
linearity in pattern selection and formation. We hope that
the procedure can also be applied to several other pro-
cesses in spatially extended systems induced by additive
noise.

Thanks are due to the CSIR, Government of India, for support
(S.S.R. S.D. and S.K.) and for partial financial support (Grant
No 01/(1740)/02/EMR (II)).

Appendix

see equation above
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